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NASA/ESA



Galaxy Cluster Abell 2218                                                                                                    HST · WFPC2
NASA, A. Fruchter and ERO Team (STScI) · STScI-PRC00-08 



Sharon et alArtwork by Dave Jarvis NASA/WMAP Science Team

- Mass distribution of lenses
- Dark matter substructures

- Structure Formation History
- Cosmological Parameters

- Test the theory of GR
- Geometry of the space

NASA/HST Cluster A370

Applications of Gravitational Lensing



Credits: LSST OpSim Group

Tens of Thousands Strong 
Lenses from Tens of 
Billions of Objects



http://www.mobactu.fr/wp-content/uploads/Face-detection.png
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Li et al. 2016

Simulations of Gravitational Lensing (PICS)



Li et al. 2016, 2019
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Avestruz, Li et al. 2019

Traditional Machine Learning and Lens Finding
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Lanusse, Ma, Li et al. 2017

Deep Learning and Lens Finding



Avestruz, Li et al. 2019 & Lanusse, Ma, Li et al. 2017

Good

Bad

Traditional Machine Learning VS. Deep Learning



http://metcalf1.difa.unibo.it/blf-portal/gg_challenge.html

Gravitational Lens 
Finding Challenge 

V1.0

http://metcalf1.difa.unibo.it/blf-portal/gg_challenge.html


Lens Finding Challenge

- Open Source on GitHub, both data and codes
- The Rank of the lens finding Challenge

Metcalf et al. 2019



Unsupervised Learning and Lens-finding

Cheng, Li et al.,  arXiv: 1911.04320
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A boy

95 cm

$ 0.0

Re = 2“

q = 0.8

Pa = 102 
z = 0.2 

3 years

Machine Learning and Lens Modeling



Created my own CNN to investigate:

1. the efficiency when applied to LSST- and Euclid-like images
2. how accuracy is affected by:

- the presence of the foreground lens light
- the assumed mass-light alignment
- the use of multi-band imaging
- the use of stacked images

● Parameter Fitting techniques (e.g. Warren & Dye 2003, Nightingale, Dye & Massey 2018)

● CNNs (Hezaveh et al. 2017) -> Speed up of ~7 orders of magnitude!

1 Lens/week

Deep Learning and Lens Modeling



Euclid

LSST	r-
band

LSST	
gri

Pearson, Li, Dye 2019

Switching	to	multi-band imaging	
decreased	errors	by	18-20%.

Removing	lens	light decreased	
errors	by	26±12%.

Including	Lens	Light Omitting	Lens	Light

When	training	a	neural	network,	
mass-light	alignment	must	be	
taken	into	account.	Removing	
lens	light	can	get	rid	of	the	

influences.



An 
End2End 
pipeline 
for the 

analysis of 
GGSLs

Deblend

Denoise

Original 
Images

Madireddy, Li et al. 2019
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Fitting Modelling

Detecting Predicting



Backup Slides







https://colab.research.google.com/drive/17zCysoAc
weipj6P37TygZOVwMtu5HITt

https://colab.research.google.com/drive/17zCysoAcweipj6P37TygZOVwMtu5HITt


Faster 
RCNN

https://github.com/rbgirshick/py-faster-rcnn

How to detect 
specific objects 
without cutting 
out stamps from 
the field of view?



How to Generate Realistic Galaxy Images using GANs?
https://github.com/tycheng-sunny/VQ-VAE-for-emulating-galaxy-images

https://github.com/tycheng-sunny/VQ-VAE-for-emulating-galaxy-images


https://github.com/milesxu/SSLDeepLens

Semi-supervised Learning and Lens-finding

https://github.com/milesxu/SSLDeepLens


simulations of strongly lensed supernovae

Li et al. in preparation



Simulations of weak lensing

Credit: J. Hollowed

20 Mpc/h,  z = 0.3

Credit: N. Li



Oriented GradientsInput Image Histogram

Histogram of Oriented Gradients (HOG)

Feature Extraction



C
(Increasing Model Complexity)

Ac
cu

ra
cy

Training 
Set

Validation 
SetOptimal Model

Model must be regularized to prevent 
over-fitting.  Cross validation on a 
separate test set is used to decide the 
optimal amount of regularization.

Source: http://stats.stackexchange.com

Supervised Learning
Logistic Regression

Machine Learning Algorithms



Architecture of CMU DeepLens

The first block is a single convolutional layer with an ELU activation function 
and batch normalisation. The last block is a single fully connected layer with 
a sigmoid activation function, which outputs a probability between 0 and 1. 

Lanusse, Ma, Li et al. 2017
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Potential Applications of 
Machine Learning in 

Astrophysics



The Vanishing Gradient Problem

Increasing network depth leads to worse performance



The building blocks of a residual 
network architecture. 

● Left: Undecimated ResNet-16-32 
unit, preserving the size and 
depth of the input.

● Right : ResNet-32-64,/2 unit 
simultaneously increasing the 
depth of the output (from 32 
channels to 64) and down-
sampling by a factor 2 its 
resolution.

Lanusse, Ma, Li et. al. 2017



The building blocks of a residual 
network architecture. 

● Left: Undecimated ResNet-16-32 
unit, preserving the size and 
depth of the input.

● Right : ResNet-32-64,/2 unit 
simultaneously increasing the 
depth of the output (from 32 
channels to 64) and down-
sampling by a factor 2 its 
resolution.

Lanusse, Ma, Li et. al. 2017


